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Original Images Camera poses

Challenges

• Very high resolution

• Large scale scenes

• Unbounded scenario

• Sparse view reconstruction

• Inaccurate camera poses

• Large area of sky

• Complex lighting conditions

• ……



From Mip NeRF 360[1]  (CVPR 2022 Oral)

[1] Barron, J. T., Mildenhall, B., Verbin, D., Srinivasan, P. P., & Hedman, P. (2022). Mip-nerf 360: Unbounded anti-aliased neural radiance fields. 
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (pp. 5470-5479).

• Parameterization in Unbounded Scenarios

MLP with 256  hidden units MLP with 1024  hidden units

PSNR=20.6 PSNR=22.8

• Using bigger MLPs



We synthesize views by querying 5D 

coordinates along camera rays and 

use volume rendering  techniques to 

project the output colors into an 

image. A fully-connected deep 

network is used to represent the 

scenes by Neural Radiance Field.

Neural Radiance Field[2] framework

[2] Mildenhall, B., Srinivasan, P. P., Tancik, M., Barron, J. T., Ramamoorthi, R., & Ng, R. (2021). Nerf: Representing scenes as neural radiance fields for 
view synthesis. Communications of the ACM, 65(1), 99-106.



8-layer fully-connected MLP Network
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We use an 8-layer mlp 

network to train our model, 

with 1024 hidden units, 

which is able improve the 

network's ability to represent 

large-scale scenes.



 We apply different parameterizations[3] for scene 

contents inside and outside the unit sphere.

 Inside: original depth; outside: inverse depth.

[3] Zhang, K., Riegler, G., Snavely, N., & Koltun, V. (2020). Nerf++: Analyzing and improving neural radiance fields. arXiv preprint arXiv:2010.07492.
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File organization Requirements

Subject Requirement

OS Linux Ubuntu 20.04.5

GPU 32G Tesla V100 at least

CPU Intel Xeon Gold 6132

Memory 256G+

Disk 4T

Cuda 11.4

OpenCV
-python

4.4

Python 3.6.13

Settings
Subject Requirement

Resolution for 
training 

1086 X 724 

Resolution for 
testing 

8688 X 5792

Cascade 
stages

2

Cascade 
samples

128 , 64

Learining rate 0.0005

Iterations >=500000

It takes about 30 days for training and about 10 days for testing 
with 8 X Tesla V100 GPUs.



Our method ranks 2nd on Track Rendering (Except the baseline methods) 



The average PSNR during training is 24.7, while the second cascade level is not always better than the 

first level. However, we still keep the finer level images for evaluation. It's worth mentioning that we only 

submitted once rendering results (limited by computing resources).



• Our method took the second place using a Neural Radiance Field 

framework, in which different parameterizations for scene contents inside 

and outside the unit sphere and larger MLPs play a key role.

• Because of sparse views and large scenes, it is difficult for nerf networks to 

obtain perfect results. The methods which introduce geometric constraints, 

are expected to achieve better results. 



Digital Twin Lab, Huawei

Our team focuses on cutting-edge technology 

research and engine development of 

image/LiDAR 3D reconstruction and 2/3D 

semantic understanding for solving technical 

problems such as environment 3D modeling 

and perception in 5G network simulation.
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